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@ What is soft computing?

Ans. Soft Computing: Soft computing is a collection
of artificial intelligence-based computational techniques. An
approach to computing which parallels the remarkable ability
of the human mind to reason and learn in an environment of
uncertainty and imprecision. It is characterized by the use of
inexact solutions to computationally hard tasks such as the
solution of nonparametric complex problems for which an
exact solution can't be derived in polynomial of time.
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Q2 Why soft computing approach?

Ans. Mathematical model and analysis can be done for
relatively simple systems. More complex systems arising in
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biology, medicine and management systems remain intractable
to conventional mathematical and analytical methods. Soft
computing deals with imprecision, uncertainty, partial truth
and approximation to achieve tractability, robustness and low
solution cost. It extends its application to various disciplines
of engineering and science. Typically human can:

1. Take decisions

Inference from previous situations experienced
Expertise in an area

Adapt to changing environment

Learn to do better
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Social behaviour of collective intelligence.

Q.3 What do you mean by non-interactive fuzzy seis?

Ans. The independent events in probability theory are
analogous to noninteractive fuzzy sets in fuzzy theory. A
noninteractive fuzzy set is defined as follows. We are defining

fuzzy set A on the cartesian space X = X, x X,. Set A is

separable into two noninteractive fuzzy sets called orthogonal
projections, if and only if

A = OPr,(A) x OPr,(A)

where Hopr, ., (X1) = :“f}’(‘ Ha(X),X,) vx, €X,
2 2
=m
Hopr,,(,, (X2) il (X1X)  wx, €X,

The equations represent membership functions for.the

orthographic projection of A on universes X; and Xy,
respectively.
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Q.4 What is fuzzy control?

Ans. Fuzzy Control:

1. ltisatechmque 10 embody human-like thinking into

a control system.

It may not be designed to give accurate reasoning
but it is designed 1o give acceptable reasoning.

w

It can emulate human deductive thinking, that is,

the process people use to infer conclusions from
what they know.

Any uncertainties can be easily dealt with the help
of fuzzy logic.
————————————————————————————————

Q.5 Write the characteristics of neuro - fuzzy and soft
computing.

ll

Ans. Characteristics of Neuro - Fuzzy and Soft
Computing:

\.  Human Expertise
2. Biologically inspired computing models
3. New Optimization Techniques
4. Numerical Computation
5. New Application domains
6. Model-free leaming
7. Intensive computation
8. Faulttolerance
9.
1

Goal driven characteristics

0. Real world applications Intelligent Control Strategies

(Components of Soft Computing): The popular soft

computing components in designing intelligent control
theory are:

(1) Fuzzy Logic
(i1) Neural Networks
(iii) Evolutionary Algorithms

Part-B

@ What do you mean by fuzzy logic?

\Iﬁmnnv (VI Sem.) Solved Paper:

Ans. Fuzzy Logic : The term fuzzy refers to things whic
are not clear or are vague. In the real world many time
we encounter a situation when we can't determine whethe
the state is true or false, their fuzzy logic provides a ver
valuable flexibility for reasoning. In this way, we ca
consider the inaccuracies and uncertainties of any situatior

In boolean system truth value, 1.0 represent
absolute truth value and 0.0 represents absolute false valuc
But in the fuzzy system, there is no logic for absolute trut
and absolute false value. But in fuzzy logic, there i
intermediate value too present which is partially true an

partially false.
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Architecture : Its Architecture contains four parts :

1. Rule Base: It contains the set of rules and the 1F

THEN conditions provided by the experts to goveri
the decision making system, on the basis of linguistic
information. Recent developments in fuzzy theory
offer several effective methods for the design anc
tuning of fuzzy controllers. Most of thest
developments reduce the number of fuzzy rules.
Fuzzification: It is used to convert inputs i.e. crisf
numbers into fuzzy sets. Crisp inputs are basically
the exact inputs measured by sensors and passec
into the control -system for processing, such a:
temperature, pressure, fpm’s, etc.  °

Inference Engine: It determines the matching
degree of the current fuzzy input with respect ¢
each rule and decides which rules are to be firec
according to the input field. Next, the fired rujes
are combined to form the control actions,
Defuzzification: Itis used to convert the fuzzy sets
obtained by inference engine into a crisp value, There

are several defuzzification methods available ang

(San Compulting =

p r
the best suited one 1s used with a specific expe

system to reduce the error

outeu”

Fig. 2 : Fuzzy Logic Architecture

Membership function : A graph that defines _:_E_ each
point in the input space is mapped to membership value
between O and 1. Input space is often referred as &n
universe of discourse or universal set (u), which contain

all the possible elements of concern in each particular
application. °

There are largely three types of fuzzifiers:
1. Singleton fuzzifier
2. Gaussian fuzzifier

3. Trapezoidal or triangular fuzzifier

Advantages of Fuzzy Logic System

(i) This system can work with any type of inputs

whether it is imprecise, distorted or noisy input
information.

(i) . The construction of Fuzzy Logic Systems is easy
and understandable.

(i) Fuzzy logic comes with mathematical concepts of
set theorv and the reasoaing of that is quite simple.

(iv) It provides a very efficient solution to complex
problems in all fields of life as it rescembles human
reasoning and decision making.

(v) Thealgorithms can be described with little data, so
little memory is required.

Disadvantages of Fuzzy Logic Systems

(i) Many researchers proposed different ways to solve
a given problem through fuzzy logic which lead to

uav_mEQ. There is no systematic approach to solve

a given problem through fuzzy logic.

(ii) wﬂoom of its characteristics is difficult or impossible

In most cases because every time we do not get

mathematical description of our approach.

(iii) As fuzzy logic works on precise as well as imprecise

data 50 most of the time accuracy is compromised.

—(58
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It is used in the aerospace field for altitude cop
of spacecraft and satellite

£
(m) It has used in the automotive system i or o

(i) It is used for decision making support sysie

(iv) It has application in chemical industry for eont

(v)

(vi) Fuzzy logic are extensively used in modern ¢

(vii) Fuzzy Logic is used with Neural Networks

Q.7 Design a computer software to perform i

control, tratfic control

personal evaluation in the large company bus:

the pH. drving, chemical distillation process
Fuzzy logic are used in Natural language proc
and various intensive applications in Art
Intelligence.

systems such as expert systems.

mimics how a person would make decisions,
much faster. It is done by Aggregation of data
changing into more meaningful data by fore
partial truths as fuzzy sets.

processing to locate objects within a scene. Th

Sfuzzy sets representing a plane and a train |
are

0.2 0.5 03 0.8

0.1
= s i 4 +—9
Plane train bike boat plane hous

1 0.2 04 0.5 0.2
Train uk.l..... et e o i
- \frain  bike boat piane hous
Find the following:
(a) Planc v Train
(b) Plane N Train
(c) Plane VP

(d) Train

{e) Plane | Train

() Plane U Train;

(8) Plane ~ Train;

) Plane u

Plane;
\t ﬁnm_am @] h-hmam-. :
G) Traino Train;

(k) Train » Train; »

_—_—_ e — —_ =
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Part-C

Wiat are fuzzy seis? Describe in detail about fuzzy
sel operations. -

Ans. Fuzzy Sets : Fuzzy sets may be viewed as an extension
and generalization of the basic concepts of crisp sets. An
important property of fuzzy set is that it allows partial
membership. A fuzzy set is a set having degrees of
membership between 1 and 0. The membership in a fuzzy
set need not be complete, i.c., member of one fuzzy set can
also be member of other fuzzy sets in the same universe.
Fuzzy sets can be analogous to the thinking of intelligent
people. If a person has to be classified as friend or enemy,
intelligent people will not resort to absolute classification as
friend or enemy. Rather, they will classify the person
somewhere between two extremes of friendship and enmity.
Similarly, vagueness is introduced in fuzzy set by eliminating
the sharp boundaries that divide members from nonmembers
in the group. There is a gradual transition between full
membership and nonmembership, not abrupt transition.

A fuzzy set A in the universe of discourse U can be

defined as a set of ordered pairs and it is given by

A ={(x,n(x))|xeU}

where 14 () is the degree of membership of x in A and it

indicates the degree that x belongs to A . The degree of

membership 1, (x) assumes values in the range from 0 to I,

i.e., the membership is set to unit interval [0, 1]er pa(x) e
{0.1].

There are other ways of representation of fuzzy sets;
all representations allow partial membership to be expressed.
When the universe of discourse U is discrete and finite, fuzzy

set is given as follows:

A

ﬁf?: _.n.»;uv... t..wnzb.r...*

= -+
% X3 X3

;w;?¢

- %

where “n™ is a finite value. When the universe of

discourse U is continuous and infinite, fuzzy set A is given

9
A ntrmz¢

In the above two representations of fuzzy sets for
discrete and continuous universe, the horizontal bar is not a
quotient but a delimiter. The numerator in each representation
is the membership value in set that is associated with the
element of the universe present in the denominator. For
discrete and finite universe of discourse U, the summation
symbol in the representation of fuzzy set does not denote
algebraic summation but indicates the collection of each
element. Thus the summation sign (“+") used is not the
algebraic “add” but rather it is a discrete function-theoretic
union. Also, for continuous and infinite universe of discourse
U, the integral sign in the representation of fuzzy set A is
not an algebraic integral but is 4 continuous functionntheoretic
union for continuous variables.

A fuzzy set is universal fuzzy set if and only if the
value of the membership function is | for all the members
under consideration. Any fuzzy set A defined on a universe

U is a subset of that universe. Two fuzzy sets A and B are

said tobe equal fuzzy sets if 1, (x) = pp(x) forallx e U.A

fuzzy set A is said to be empty fuzzy set if and only if the
value of the membership function is 0 for
considered. The universal
fuzzy set.

The collection of a| fuzzy sets and

universe U is called fuzzy power set P
fuzzy sets can overlap, .

all possible members
fuzzy set can also be called whole

fuzzy subsets on
(U). Since all the

the cardinality of the fuzzy power set,
Npy) is infinite, i.e., ey =w

ting e
%.m of the above discussion We have

On the bast

>nc.b:izum_.c?u

Also, forallx € U
:.Azunc:_i@u_ .
mﬁﬁ.ﬁ:ﬁao: of operations
is not unique.
cal sets tn operaticns ¢n fuzzy sets :.. not u _”._E.m
t operations being discussed in this sectio _
ndar i se are the
termed standard fuzzy set o_unq..:.n.:m.. .._..__nw R
perations widely used in engineering nv_..___onn_%:m. e
; i i rse U. For
i niverse of discou :
be fuzzy sets in the u ; . e
m_nam_: x on the universe, the following function :Mon.m. o
; i efin
Operations of union, intersection and complementare

1. Fuzzy Set Operations : The
on classi
The fuzzy

for fuzzy sets A.and B on u.

(i) Union : The union of fuzzy sets A and B, denoted by

AUB,is defined as
Haun(x) =max[p, () pnp(x)]
utoﬁxu<=@§v forallx e U
where v indicates max operation. The Venn diagram for union

operation of fuzzy sets A and B is shown in Figure 1.

u

0 = X
Fig. 1 : Union of fuzzy sers A and B

(ii) Intersection : The intersection of fuzzy sets A and B,
denoted by AN B, is defined by

Hane(x) = minfu, (x), uy ()]

=R () A pg(x) forallx e U

where A indicates min operator. The Ve if.

nn a.-E.uir
intersection operation of fuzzy sets A and B 5 shoa,
Figure 2. )
u
1
0 1

Fig. 2 ; Imtersection of fuzzy sets A and B,
(iii) Complement : When L, (x) € [0, 1], the comple
of A , denoted as A is defined by
Bz(x)=1-p,(x) forall»
The Venn diagram for complement operation ofy
set A is shown in Figure 3.

u

Fig. 3 : Complement of furzy set A
(iv) More Operations on Fuzzy Sets : -
(2) Algebraic sum: The algebraic sum (A+ B}
sets, fuzzy sets A and B is defined as

s

(b) Algebraic prod:
two fuzzy sets
Haglx) =

(¢) Bounded sum Th
sets A and B is

(d) Bounded differenc
of two fuzzy sets

Hapg(x) =m

2. Properties of Fuzzy &
Properties as crisp sets exc
and law of contradiction 1

follows:
1:

AUA=U;

Frequently used pro

Commutativity

AUB=BuU

2. Associativity

3.

4,

5.

4V(BuQ)=
AN(BNC)=(
U_.mn.hvcz.sd.
AU(BNC)=(
AN(BuC)=(,
Ema__ucaanw
AuA=4; An
Identity )
AVd=Aand A
AN¢=9 and Ar
Involution (doubje negatior

Bea

Haep(x) =py(x) +ug(x)—Ha Axw_lm.m
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(by  Algebrae product

two luzey sets A

o)

i he

(v Bounded

sets A and B8

Hawplh) =0

cd difleren

(dy Bouw

ol two fuzey wels

HWaoplX) =N

1. Properties of Fueey

fnex

Propertiesas o

and lanw of contradiction

AsAeU)

Frequently used

Tollows

I Commmtativity

N L A X

P Assoviativity
Ao
Ao

i Pistnbntivity

AT
A (o
4 Mdempotency

A= A

S Ildentity

A

o

6 Involution (double

Ihe algebra product { A W) of

and B delined

alX)pgin)

bounded sum t A 1ol two fuzey

telined ns
TIHETNEYE! Hylx))

¢ lhe b

whed ditference (A (o l1)

A and 11w define
s (O (0 )

Setn 1 Fuzey sets tollow the same
cept tor the law of excluded middle

It bu, Tor fuzzy set A

AivA R

roperties of fuzzy sets are glven as

A= UrA

YA

Yo (A IO

Do (A O (AVL)

D (AU AL

and Aot U (umversal set)

ad AL = A

nepation)

{1 Tech Vit mem ) Bolved Pape

/ Pransitivity
I A e Cthen A (

K Do Margan's law

A=A}

130 .V....:.::_:. I detadl about fucey relation. ™

A, Fucey Relution 1 Fuzzy relations relate elements ol
one universe (sny X to those ol another universe (say Y)
through the Cartestan product of the two universes These
can also be relerred 1o an fuzey sets delined on universal
wets, which nre Carts

an products A fuzzy relation (v bisod
on the concept that everything s related 1o some extent o
unrelated

A Tzzy relation bwa tuzzy set delined on the Cartenlan
slcal sets (X, X,

productof el

X where tuplos
(npo v iy have varying degrecs ol memboralip pg O,
N within the relation 1That

R M )

— PN on MY oxy X))
NyeN o s X L i

A fuzzy relation benweoen two sots X oand Y b onlled
Dinary Tuzzy relation and 1 denoted by ROX, Y) A binary
relation X, Y b relerred toas bipartite graph when X # Y,
1he hinary velation on a single set X s called directed graph

or digraph. This welation occurs when X =Y and fs denoted

X, X))o 1 /_U,

| el

X = {X; Xy Joand Y <Ay y v,

Fuzzy relnti «l by ann o<

RO Y) e be expre
mateecin follows
M 0, ¥)

P pva ) gy )

POy ) e On ey ) sy, )
R(X.Y)
M (X,0y)

M X, ¥s) |

(N Y

—ry

H.I.\:._ Cann g ::e\.

1 he matio representing o fuzzy relation is alled fuzzy

matio A Tuzzy relation 18 1s amappang from Cartesian space
X« Y 1o the anterval [0, 1] where the mapping strongth is
exprossed by the membership function of the relation for

s trom the two universes [y (o y )]

ordered

A fuzry graph s a graphical tepresentation ofa binary

ment in X and Y con

fuzey relation Pach e

node o the Tuzzy geaph. The connection inks are entablished
between the nodes by the eloments of X = Y with non-zoro

momborahip grades in 10EXY ) The Hinks may nlio b prosent

in the torm of arcs, These Hiks are labeled with the

memborship values as J(xg,y) When Xo# Y, the lnk

vonnecting the two nodes b anundirected binuy graph called
Bipartite graph, Hero, each of the sets X and ¥ cuan he
toprononted by n set ol wodes unch that the nodes
correnponding 1o one sot are clearly differentinted from the
nodes representing the other set. When X = ¥, a nade Iu
comnected 1o bl and dirocted ks aro used, Insuch o ense,
tho Tuzzy praph ls ealled dirocted graph Hore, anly one set
of noden correaponding 10 set X is waed

Ihe domain of o binary tuzzy relation —OX, Y ) s the
Tuzzy not, dom 1RCX Y ) having the membership function as

() = mnx s, y) e X

(L yeoY

e ranpe of o binary fuzzy volation [RX, Y) s the
Tuzzy sol, v REX, Y, having the membership function as

Pitangen (YD 1R, (6, )

VyeY
weX

Consldor nunlvorie X =[x, 5, %y, x4) wnd the binary
Tuzzy relation on X ay

X| Xy Xy Ky
0 05 0
0y 0! OR
a0 0 04 0
gl 0 000 |

(X, X)

Ihe bipaetite graph and simple fzzy praph of 1(X,
X) b ahown b Figare CHAY) and (1(13)), respectively,

et X o (g n g Xy ) and Y = 0y y sy yy)

Let & bearelation from X e Y given by

q 0.2 04 [IN} 06
R & ' | !
(hya¥y) (myyy) (mguyy) (agyy)
(] 0.5
' '
(nsys) (n¥)
o v
. : 04 = I
[N}
04 \
L oo . uh ]
0r =
oy (K] -y,
04 on
po B !
(A}
0y 09
() ()
(» y
On
0r
(L UA
06
"y :-v
() )
04 01
m

Vg, |1 Graphival represantation af futsy relatlon (A) Bipariite
Hraphy () simple fuzsy graph.

10,

Flg. 21 Graph of fussy relotion




\ VeIV g ﬂc.h“ﬂﬁr §Vass SPe-eresy = — N —— ) tion a?a g
. 3 = . : Iso exists fuzzy min-max composs
The corresponding Fuzzy matrix for relation R is 3. Properties of Fuzzy Relations : r_.rn.n_.mum_mm_ q.n_m_._o‘_._m. Therea  only used technique is fuzzy max-min Q.11 Describe
the properties of commutativity, associativity, n__mz._c::.s? but the most co ) " ——
i 2. 93 idempotency and identity also hold good for fuzzy relations. composition. Let R be fuzzy relation on Cartesian space
. p—— ==
il tohd Bp De Morgan’s laws hold good for fuzzy relations s fiEyico « Y, and $ be fuzzy relation on Cartesian space Yxi Ans. Toleranm
R =%, 0 01 06 ; i i and complete . . e
3 x~ 05 o 1o for classical relations. The null relation 9r p Thé aian-aiiy composition of ROX. Y) aad 5CY, 2 M..-m““a .“M?a
U . . 2 —
relation Ep are analogous to the null set ¢ and the whole set denoted by R(X, Y) = S(Y, Z) is defined by T(X, Z) as e W i
The graph of the above relation R(X x Y)if is shown ' ; i e T
i nmq P ion R(XxY)ifiss E , respectively, in set theoretic form. The excluded middle Hp.s(X,2) = max{min[pg (X, ), s (x, ¥)]} discussed are:
" _mc:.w ’ ) laws are not satisfied in fuzzy relations as for fuzzy sets. y yeY¥ ) antonyms of th
1. Candinxlity .o_.m_._N.Q .NM.._»..EF._ : The ﬂmas&.&mw?ﬂw This is because a fuzzy relation R is also a fuzzy set, and - v DA and nontransitiy
sets on any universe is in inity; :o:n.a the nma__ﬁ ._G voked £ P overlap between a relation and its complement. ™ oy B Hg(x, 1.  Ancleife
fuzzy relation between two or more universes is also infinity. Hesica in the g
This is mainly a result of the occurrence of partial membership = The min-max composition of R(X, Y) and S( Y, Z), Figure |
in fuzzy sets and fuzzy relations. RuUR #E (whole set) denoted as R(X, Y)o S(Y, Z), is defined by T(X, Z) as 3 A sekl
2. Operations on Fuzzy Relations : The basic operations _ ’ =
P ZZy . P RN R =4 (null set) pr(X, 2) = pp s (%, 2) vou_.:.w:m .
on fuzzy sets also apply on fuzzy relations. Let R and S be iRy pointing i
fuzzy relations on the Cartesian space X x Y. The operations | 4- Fuzzy Composition : Before understanding the fuzzy = g (9 e (. 2300 vertex i 1
that can be performed on these fuzzy relations are described composition techniques, let us learn about the fuzzy Cartesian yeY R ILHESLTS symmetri
below: product rule. Let A be a fuzzy set on universe X and B be 3. A relatics
i) Union a fuzzy set on universe Y. The Cartesian product over A = AlBRYIVHs(,2)] vxeX,zeZ edges in t
A u _u far yeY =
4B . . _whichi ; —_ . Jand the
Hpos(x,¥) = max[pg (x,¥).1g(x,¥)) me = .Em::m in firzzy refa _w__ & s_:_n._._ isrontainedvithin From the above definitions it can be noted that is an edge
the entire (complete) Cartesian space, i.e., .
(i) [Intersection R(X N2 o Figure 3 re
g (3). s (6.3)] AxB=R (X,Y)<8(Y,Z) = R(X,Y)=S(Y,Z) Skt B
,¥Y) =min X, Y), X, i By 3
Hrng(%:Y) =min{pg (X, ¥), Hg(X. ¥ where R XxY The max-min composition is most widely used. hence w_o...__m 2 to node 3.
- he problems discussed in this ch asd . .
(i) Complement Tt L thep In this chapter are limited to max-min
unction of fi iti
£ =1 g () plunctioncffuzzyrelationisgivenby  composition. The max-product composition of R(X, Y) and
Mg (X y)=1-pg (%Y Mg (%,Y) = B peg (X.y) = minfp, (Xptg ()] S(Y, D,) denoted as R(X, Y) . S(Y, Z), is defined by T(X, Z)
. , B as
(iv) Containment The Cartesian product is not an operation similar to
R CS=> pg(x,y) <Hg(x,Y) arithmetic product. Cartesian product R = A x B is obtained Br(%,2) =pg 5(x,2)
(v) Inverse: The inverse of a fuzzy relation Ron X x Y is in the same way as the cross-product of two veotors. For @
denoted by R™!. It is a relation on Y » X defined by example, for a fuzzy set 4 dhat has three elements (hence = _w._ M.wa (%) e us(y.2)] C
WI—Q. Xv = R(x, u..v for all ﬂm:.m Qv Mv e¥Y x X. column vector of size 3x —v and a W:N.Nu\ set @ that has four Fig. 1:1
(vi) Projection: For a fuzzy relation R(X, Y), let [R 1Y) n_na.n:s ?a._.no row vector of size 1 x 4), the resulting fuzzy 7 </m\<mrw V)5, 2)]
denote the projection of R onto Y. Then [R ¥ Y] isa | relation R will be represented by a matrix of size 3 x 4,ie., ™ .
fuzzy relation in Y whose membership function is | R will have three rows and four columns, follows: ° Properties of fuzzy composition can be given as
fined b s di Q. .
defi Y Now let’s discuss the composition of fuzzy relations, RoS%SoR /
Pir 1y (% ¥) = maxpg (x,%) There are two types of fuzzy composition techniques: o \
it wil s Ao Eesioh (Ro$)™ =5 g
The projection concept can be extended to an n-ary 2. Fuzzy max-product composition = 2 °B (2
relation ROXj, Xps---%n) Re$)oM=Ro(so1y)
— e . Fig.2: T
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Ans. Fuzzy Decision Making : Decision making

; ; : - o i5 3 v
Write a <hort not on individual decision making, 'mportant social, cconomical and scientific endeavor, Decisigy
- making activities are the steps taken to chooge a suitabl.
; " _ e alternative from those that are ne izi 8
Ans. Individual Decision Making : A decision-making j0al. The decision-maki ed.ed folrreahz’"g“eﬁain
10al, sion-making proces: !
model s charactenized by the follow ng: g G prossss involvesthree steps:
I. Determining the set ives;
| set of possible actions g ¢ Ofﬂlternatl\es'
2. Evaluating alternatives:
; 2. setof goals G (i ¢ X,): g natives;

3. Comparison b S i
set of constraints C (j ¢ X, mpari etween alternatives,

e ——————
. I'he goals and constramts are expressed in terms of In wny dc,“"sm" i the information about gy,
_ fuzzy sets These fuzzy sets in individual decision making are suloome 1ecohisidered a"d.  suitable path has to '_’e chosen
not defined directly on the set of actions, but by means of | O™ tWo or more alternatives for subsequent action; whey
T T — other sets that charactenze relevant states of nature, Consider good decisions arc made, good output is expected. Ifa decision

. : . i is made under certaint en the outco
Natems aset A Then the goal and constraint for this setare given by > l . . y.‘ t teome for each RS
’ can be determined precisely; one should note that whenever

G (a) = Composition| G, (a)) (j:((i|(a))with(j‘l decision is made, it is under risk condition. The prime domain
f mEy mot be wadely for fuzzy decision making is the existing uncertainty, There
() = Composition|C (a)] (~l]((<l(;, ))wnh("l are several situations under the decision-making process.
bty of machine There may be situations when even though decisions made
nOrh type patters e e A The fuzzy decision in this case is given by are good, the output may be adverse or vice-versa, When
min[ inf Gi,(a), inf C (a)] good decisions are iade continuousiy for a longer period,
I Tinj ar 1 la i £ .
eX, ) 4 evail.
2y knowiedge-based , jeX, idvantageous situations may prev
wh hardware

When there are several objectives to be realizcd.in f
making a decision, the decision making is called multiobjective A
decision making. The knowledge of experts becomes very A
- S essential when decision making is very tedious. The
Ams. Use of Fuzzy Logic in Control Systems : A control information may be available for the following: the possible
System s an armangement of physical components designed outcomes, change in conditions with respect to time abm.u
S e—————_ W siter another phiysical system so that this system exhibits

mbershsp {unction: Qf  Why is use fuzzy logic in control systems?

ed with probability

p : ; TP ion is
value of new information, when the priority for each m'ninﬂ
y logic certmin desired characternistics, Following are some reasons typically ambiguous, vague and otherwise fuzzy. Obtai o
i : ; A
e — of using fuzzy logic in control systems an cvaluation structure for selecting ﬁlter:‘mll\f‘?mBes
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Here, each member of a group of “n™ individual

decision makers has a preference ordering POy, k € x,,, which
totally or partially orders a set X. A social choice (sc) function
has to be found, given the individual preference ordering,
' The fuzzy relation for a social choice preference function is

givenby
SC:XxX—=[0,1]

which has amembership of SC (X, X;), which indicates the
preference of alternative X; over X . Let

Number of persons preferring X; to Xj=N(X;, X;)
Total number of decision makers = n

Then,

ZAXTX._V

SC(x,,x))= =

The mulriperson decision making is also given by

1 ifx; >, x;forsomek

SCxiyx,) = 0 otherwise

.~ Ans. Applications of Fuzzy Logic : Fuzzy logic is used in

following areas :

1. Acrospace : In acrospace, fuzzy logic is used in the
following areas :

L

() Altitude control of spacecraft

PPN P

(i) Satellite altitude control

(iii) Flow and mixture regulation in aircraft de-icing
vehicles

2. Automotive : In automotive, fuzzy logic is used in
the following areas :

(i) Trainable fuzzy systems for idle speed control

(ii) Shift scheduling method for automatie transmission

"

) Intelligent highway systems
(iv) Traffic control
(v) Improving efficiency of automatic transmissions

3. Business : In business, fuzzy logic is used in the
following areas :

(i) Decision-making support systems

(i) Personnel evaluation in a large company

2]m|m 8 G0 0 =2 0N
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Defence : In defence, fuzzy logic is used in the
following areas :

(i) Underwater target recognition

(i) Automatic target recognition of thermal infrared
images

(iii) Navaldecision support aids
(iv)
(v) Fuzzy set modelling of NATO decision making

Control of a hypervelocity interceptor

Electronics : In clectronics, fuzzy logic is used in the
following areas :

(i) Control of automatic exposure in video cameras
(ii) Humidity inaclean room

(iii) Airconditioning systems

(iv) Washing machine timing

(v) Microwave ovens

(vi) Vacuum cleaners ;

Finance : In the finance field, fuzzy logic is used in
the following areas :

(i) Banknote transfer control
(ii) Fund management
(i) Stock market predictions

Industrial Sector : In industrial sector, fuzzy logic is
used in following areas :

(i) Cementkiln controls heat exchanger control

(i) Activaied sludge wastewater treatment process
control

(i) Water purification plant control

(iv) Quantitalive pattern analysis for industrial quality
assurance

{v) Control of constraint satisfaction problems in
structural design

(vi) Contral of water purification plants

Manufacturing : In the manufacturing industry, fuzzy
logic is used in following arcas :

(i)  Optimization of cheese production

(iiy - Optimization of milk production

A
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9.

Marine : In the marine field, fuzzy logic is used in the
following areas :

(i) Autopilot for ships
Optimal route selection
(iii) Control of autonomous underwater vehicles

(iv) Ship steering

10. Medical : In the medical field, fuzzy logic is used in

the following areas :

(i) Medical diagnostic support system

(i) Control of arterial pressure during anaesthesia

(iii) Multivariable control of anaesthesia

(iv) Modelling of neuropath logical findings in
Alzheimer’s patients

(v) Radiology diagnoses

(vi) Fuzzy inference diagnosis of diabetes and prostate
cancer

11. Securities : In securities, fuzzy logic is used in

following areas :
(i) Decision systems for securities trading

(i) Various security appliances

12. Transportation : In transportation, fuzzy logic is used

in the following areas :
(i) Automatic underground train operation
(i) Trainschedule control
(iii) Railway acceleration
(iv) Braking and stopping

13. Pattern Recognition and Classification : In Pattern

Recognition and Classification, fuzzy logic is used in
the following areas :

(i) Fuzzy logic based speech recognition

(ii) Fuzzy logic based

(iii) Handwriting recognition

(iv) Fuzzy logic based facial characteristic analysis
(v) Command analysis

(vi) Fuzzy image search

14. Psychology : In Psychology, fuzzy logic is used in

following arcas :
(i) Fuzzy logic based analysis of human behaviour

(i) Criminal investigation and prevention based on
fuzzy logic reasoning

(

Q9 Explain the architecture and operation of fuzzy logic
control system In detail,
E
Ans. The basic architecture of a fuzzy logic controller is
shown in figure, The principal components of an FLC system
are: a fuzzifier, a fuzzy rule base, a fuzzy knowledge base, an
inference engine and a defuzzifier. It also includes parameters
for normalization. When the output from the defuzzifier is
not a control action for a plant, then the system is a fuzzy
logic decision system. The fuzzifier present converts the crisp
quantities into fuzzy quantities. The fuzzy rule base stores
the knowledge about the operation of the process of domain
expertise. The fuzzy knowledge base stores the knowledge
about all the input-output fuzzy relationships. It includes the
membership functions defining the input variables to the fuzzy
rule base and the output ariables to the plant under control.
The inference engine is the kernel of an FLC system, and it
possess the capability to simulate human decisions by
performing approximate reasoning to achieve a desired control
strategy. The defuzzifier converts the fuzzy quantities into
crisp quantities from an inferred fuzzy control action by the
inference engine.

Fig. : Basic architecture of an FLC sysiem.

The various steps involved in designing a fuzzy logic
controller are as follows:

Locate the input, output and state variables of the
plantunder consideration.

Step 1:

Split the complete universe of discourse spanned
by each variable into a number of fuzzy subsets,
assigning each with a linguistic label. The subscts
include all the elements in the universe.

Obtain the membership function for each fuzzy
subset.

Assign the fuzzy relationships between the inputs
or states of fuzzy subsets on one side and the
outputs of fuzzy subsets on other side, thereby
forming the rule base.

Step 2:

Step 3:

Step 4:
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Step 5: Choose appropriate scaling factors for tlw’mpui
and output variables for normalizing the variables
between [0, 1] and [~ 1, 1} interval,

Step 6:  Carry out the fuzzification process,

Step 7: Identify the output contributed from each rule using
fuzzy approximate reasoning,

Step 8:  Combine the fuzzy outputs obtained from each
rule.

Step 9:  Finally, apply defuzzification to form a crisp output,

The above steps are performed and executed for a

simple FLC system. The following design elements are
adopted form designhing a general FLC system:

I.  Fuzzification strategies and the interpretation of a
fuzzifier.

2. Fuzzy knowledge base:
normalization of the parameters involved,
partitioning of input and output spaces;

sclection of membership functions of a primary fuzzy
set. &

3. Fuzzy rule base:
selection of input and output variablés;
source from which fuzzy control rules ure to be derived;
types of fuzzy control rules;
completeness of fuzzy control rules,

4. Decision-making logic:
proper definition of fuzzy implication;
interpretation of connective “and”;
interpretation of connective o
inference engine.

5. Defuzzification strategies and the
defuzzifier,

When all the above five design parameters are fixed
’

the F DC system is simple, Based on all this, the features
of a simple FLC system are as follows:

o fixed and uniform input and out
normalization;

o fixed and noninteractive rules;
¢ fixed membership functions;

, » only limited nuraber of rules, which increases
exponentially with the number of input variables;

o fixed expertise knowledge;
o no hierarchical rule structure and low-level control,

interpretation of a

put scaling factors for
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constructed. The look-up table comprises the information
about the control surface which can be downloaded into a

read-only memory chip This chip would constitute a fixed
controller for the plant.

Part-C

\Q.12Explain in detail about multiobjective decision
making.
_—————
Ans. Multiobjective Decision Making : In making a
decision when there are several objectives to be realized,
then the decision making is called multiobjective decision
making. Many decision processes may be based on single
objectives such as cost minimization, time consumption, profit
maximization and so on. However, if all the above-mentioned
objectives are to be considered for decision-making process,
- then it becomes multiobjective decision making. The main
- issuesinmultiobjective decision making are:

i
;
:
:
f
1
f
:
3

1. toacquire proper information related to the satisfaction
of the objectives by various alternatives;

2. toweigh the relative importance of each objective.

bjective decision making involves selection of
one alternative a,, from universe of alternatives A given a
collection of objectives {0} that are important for a decision
maker. It is necessary to evaluate how best each alternative
satisfies each objective. The main aim here is to combine the
weighted objectives into an overall decision function in some
way. The decision function represents a mapping of
alternatives in A to an ordinal set of ranks. In order 10 make
) suitable decisions, the process needs to weigh the relative
imponance of each objective.
Let us define 2 universe of n alternatives as

v

ot (1R il ot M s

¥

A = {a,,a5,...8,...8,}
and a set of “in” objectives as

O = {0,,04,...0,---01}
Wwhere o, indicates the i"* objective. The degree of membership
of altemative a in o, denoted po(a), is the degree to which
alternative a satisfies the criteria mentioned for this objective.
A decision function is formed, which simultaneously satisfies
all the decision objectives. As aresult, the decision function,

DF is given by the intersection of all the sct of objectives,
_h‘

.M Op,

DF =0, M 0y M. M O,

~
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,_.._6 grade of membership that DF has for each
alternative a is defined by
Mpr(a) = Min[uo,(a), j0y(a)...10,(a)... 0, (a)]
.ﬂ_m optimal decision, a*, will then be the alternative
that satisfies the equation
Mpp(a*)=max, . s[npr(a)]
Let {P} be the set-of preferences — linear and ordinal,

The m_oamzﬂ of the preference set will possess linguistic values
or will have values in the interval [0, 1], or in the intervals

7= 1, 1}, [1, 101, etc. The preferences are attached to each

of :.6 objectives in order to notify the decision maker about
the influence that each objective should possess on the chosen

w:agmﬂ?m. The preference set P contains the parameters b;,
1=ltom,i.e,

{P} ={b},by,...b,...b,}

Thus for each object, we have a measure as to say
how important it is to the decision maker for a given decision.
The decision function is then defined by decision measure
(DM), which involves objectives and preferences. The
intersection of m-tuples of DM gives the decision function:

DM = DM(o;, b;) - DM (objective, preference)
DF = DM(o,, b;) ADM(0,, by) A ... A
DM(o;, b)) A ... ADM(o,,, b,)
The DM for a particular alternative, a, is given by

DM(o,(a), b)) =b, > 0,(a) = b, vo,(a)

where b, =1 — b, and b, = o, indicates a distinct

1
relationship between a preference and its corresponding
objective. Neverthless, several objectives can have the same
preferences weignting in a cardiral sense; however, they will
be distinct in an ordinal sense, even though the equality
situation b, = b, for i # j can exist for certain objectives. A
joint intersection of “m” decision measures will give an
appropriate decision model:

DF = [J(b, o))

The optimal solution, a*, is the alternative that
maximizes the decision function. When we define

( b, ‘Jo,

the optimal solution in membership form is given by

Hor(a*) = max{minfp,, (a), ke, @)k, (a),- e, (@)1}

When i objective becomes very important in the final
decision, b, increases, so b, tends to decrease. As a result

Ci(a) decreases, thereby increasing the likelihood that
C,(a) — o,(a), where*0,(a) at present will be the value of the
decision function, is DF, denoting alternative a. When this
progess is repeated for several alternatives a, the largest value
o,(a) for other alternatives will automatically result in the
choice of the optimum solution, a'. The multiobjective decision
making process works in this manner.

ith fuzzy logic in detail,

Ans. Robotic Control with Fuzzy Logic: The ultrasonic
sensors provide distance information between the robot and
obstacles for behaviour control of the mobile robot, while the
vision system identifies some sub goals for determining a good
motion direction to avoid robot trap in local region. If a mobile
robot moves in unknown environments to reach a specified
target without collisions with obstacles, sensors must be used
to acquire information about #e real world. Using such
information, it is very difficult to build a precise world model
in real-time for preplanning a collision-free path. On the basis
of situational reactive behaviours, behaviour based control
has been proposed for robot navigation. Since this method
does not need building an entire world model and complex
reasoning process, it is suitable for robot control in dynamic
environments. A key issue in behaviour based control is how
to coordinate conflicts and competitions among multiple
reactive behaviours efficiently. The example in Fig.1 shows
that the robot must efficiently weight multiple reactive
behaviours, such as avoiding obstacle, following edge, and
moving to target and so on, according to range information,
when it reaches a target inside a U-shaped object. The usual
approach for implementing behaviour control is artificial
potential fields.

A drawback to this approach is that during pre
programming much effort must be made to test and to ..&.:mn
some thresholds regarding potential fields for avoiding
obstacle, wandering, and moving to target and so on. In
particular, these thresholds frequently an?...:.a. on
environments. Unlike behaviour control based on artificial
potential fields, this method is to compute weights c_.q::_:,v_n
reactive behaviours in dynamic environments by a fuzzy logic
algorithm rather than simply to inhibit some reactive behaviour

8C.21

with lower levels. The ultrasonic sensors provide distance
information between the robot and obstacles for robot
navigation by reactive behaviours, such as avoiding obstacles
and following edges, while the vision system identifies some
sub goals for determining a good motion direction to avoid
robot trap in local region. This method differs from the fuzzy
control approaches for obstacle avoidance. Since perception
and decision units in this method are integrated in one module
by the use of the idea of reactive behaviors and are directly
oriented to a dynamic environment, this strategy has the better
real-time response and reliability. To demonstrate the
effectiveness and the robustness of the proposed strategy,
we report a lot of simulation results on robot navigation in
uncertain environments, such as avoiding obstacle in real-
time, decelerating at curved and narrow roads, escaping from

a U shaped object and moving to target and so on.

Following Edge

Moving to
Target

Start Position .
Fig. 1 : Robot motion to reach a target

B =« =
Sensor Target Position
\i/
N2 -
n @ 2
Stan a
Position - \
Fig. 2 : Robot motion inside a U-shape object
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In order to acquire information about dynamic
environments, 15 ultrasonic Sensors are mounted on the
THMR-11 mobile robot. The sonar reflection from a sensor i
represents the distance di, measured by the sensor i, between
the robot and obstacles in the real world.

These ultrasonic sensors are divided into three groups
to detect obstacles to the right (sensor i = |,..... , 6), front
(sensori=7, ...,9),and left locations (sensori=10,..., 15).
Using such information, obviously, it is difficult to build a
precise and entire world mode! in real-time for preplanning a

collision-free path. Here, we use the sonar datadi(i=1, ...,
15) to build a simple model for representation of the distances
between the robot and obstacles in the real world as follows:

Right- obs =Min {di} i=1,..,6

(D)
Front- obs = Min {di} i=7, ..., 9 -A2)..
Left-obs = Min {di} i = 10,...., 15 e

Where the minimum values, right-obs, front-obs, and
left-obs, derived from the sensor data dj (i=1, ...,15), express
the distances between the robot and obstacles to the right,
front, and left locations, respectively. ‘The mobile robot is

equipped with two wheel encode units to determine its current

coordinates.
Left Obstacle
Heading
Angle — S i
Front Obstacle | Right Vv
Right Obstacle
(a)
N
Front obstacle

Right obstacle
e

Ve
Mobil robot

(b)
Fig. 4 + Fuzzy logic scheme for perception-action behavior control
g d:

(B.Tech. (VIll Sem.) Solved Papers)
At a start position, a counter is reset to zero. When
the robot moves, its current coordinates can be roughly

computed by counting the numbers of pulses from the wheel
encodes that are attached on driving motors.

The THMR-I1 mobile robot with 1.0 m length and
0.8 m width is equipped with two driving wheels and one

driven wheel. The velocities of the driving wheels are
controlled by a motor drive unit.

The input signals to fuzzy logic scheme are the
distances between the robot and obstacles to the left, front,
and right locations as well as the heading angle between the
robot and a specified target, denoted by left-obs, front-obs,
right-obs and head-ang, respectively, as shown in figure. When
the target is located to the left side of the mobile robot,
heading angle head-ang is defined as negative; while the target
is located to the right side of the mobile robot, a heading
angle head-ang is defined as positive, as shown in figure.
According to acquired range information, reactive behaviors
are weighted by the fuzzy logic algorithm to control the
velocities of the two driving wheels of the robot, denoted by
left-v and right-v, respectively. The linguistic variables far,
med (medium) and near are chosen to fuzzify left-obs, front-
obs and right-obs. The linguistic variables P (positive), 2 (zero)
and N (negative) are used to fuzzify head-ang; the linguistic
variables fast, med, and slow are used to fuzzy the velocities
of the driving wheels left-v and right-v. In analogy to artificial
potential fields, the distances between the robot and obstacles
serve as a repulsive force for avoiding obstacle, while the

heading angle serves as an attractive force for moving to
target.

Vision System Reach
= the Target $
(FLC1)

lRé’;‘::;r;!ty Avoud Commanded
——— Obstacles :D Fuzzy _W.EELSP“"
(FLC2) Supervisor
Local
Memory | Explore the

—*| Environment :>
(FLC3)

Fig. 5 : Describing the various behaviors for robot
(A) Reactive Behaviors using Fuzzy Logic
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ARTIFICIAL NEURAL NETWORKS

I

IMPORTANT QUESTIONS

ParT-A

Q.1  What are the different types of activation functions?

IR.T.U. 2016/

—_—

Ans.Types of Activation Functions : Artificial Neural
Networks functions are of three types :

(1) Linear

(ii) Threshold

(iii) Sigmoid
(i) Linear Activation Function : In this function output
activity is proportional to the total weighted output.

(ii) Threshold Units : In this the output is set at one of two

levels but depends upon the total input is greater than or less
than threshold value.

(iii) Sigmoid Unit : The output varies continuously but not

linearly as the input change this unit hear a greater resemblance
to real neurons then do linear or threshold untis.

What are artificial neural networks?
f
Ans. Artificial Neural Networks (ANNS) : The terminology

of ANNs has developed from a biological model of the brain.

A neural net (NN) consists of a set of connected cells as the
Deurons. The neurons receiy

Fs e impluses from either cells or
Other neurons or the output

cells. The NNs are built from

layer of neurons connected so that one layer recejve inpu

from the preceding layer of neurons and passes the output ¢
the subsquent layer.

\]ﬂ

Write the applications of artificial neurs
networks(ANNs).

-

— e

Ans. Applications of ANNs :
1.

Signal processing, e.g. adaptive echo cancellation
Pattern _,nnommm:o:. e.g. character recognition
Speech synthesis (e.g. text-to-speech) and recognitior

Forecasting and prediction

L

Control and automation (neuro-controllers) e.g. broom
balancing

Radar interpretation
Interpreting brain scans

Stock market prediction

© % =N o

Associative memory

10. Optimization

Part-B

jsed an'
4 " en htﬁnw_:u.
What is m..\.\.mﬁma,.nm .wmm_.tn .S.ue.ua:.
unsupervised learning? |
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QS5 What is activation functions and discuss the
importaitce of activation function in learning of
neural network? [RTU2012]

OR
Explain different types of activation functions of
artificial neural networks. JR.T.U. 2013/

Ans. Activation Function or Squashing Function : An

activation function is used for limiting the amplitude of the
Output of a neuron,.

Another important element of this model is bias, by.
The bias, b, has the effect of increasing or lowering the net
Mput of the activation function. Depending on whether it is

M mathematical terms is :

v (1)

and,
where,

X}, X,

¥io = 0(uy * by) ... (2)

, X, are input signal. X
Wits Wias -+« + - Wim are mu__.__u.uE._n weights;
u, is linear combiner output;

by is bias;
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Whereas these are probably historically the earliest
systematic principles, they do not all apply to today’s state-
of-the-art of ANN design

The Hebbian Learning Law (Hebbian Rule) due to
Donald Hebb (1949) is also a widely applied principle. The
Habbian Learning Law states that :

“When an axon of cell A is near-enough to excite cell
B and when it repeatedly and persistently takes partin firing
it, then some growth process of metabolic change takes place
In one or both these cells such that the efficiency of cell A
[Hebb, 1949] is increased” (i.e. — the weight of the
contribution of the output of cell A to the above firing of coil
B is increased).

The Hebbian rule can be explained in terms of the
following example : Suppose that cell S caused salivation and
is excited by cell F which, in turn, is excited by the sight of
food. Also. suppose that cell L, which is excited by hearinga
bell ring, connects to cell S but cannot alone causes § to fire.

Now, after repeated firing of S by cell F while also cell
L is firing. then L will eventually be able to cause S to fire
without having cell F fire. This will be due to the eventually
increase in the weight of the input from cell L into cell S.
Here cells L and S play the role of cells A, B respectively, as
in the formulation of the Hebbian rule above.

Also the Hebbian rule need not be employed in all ANN
designs. Still, it is implicitly used in designs.

However, the employment of weights at the input to
any neuron of an ANN and the variation of these weights
according to some procedure is common to all ANN,

It takes place in all biological neurons. In the latter,
weights variation takes place through complex biochemical
processes at the dendrite side of the neutral cell, at the synaptic
junction and in the biochemical structures of the chemical
messengers that pass through that junction. It is also influenced
by other biochemical changes outside the cell’s membrane in
close proximity to the membrane.

Part-C

Q.7 What are different types of learning schemes
used in training of artificial neural networks?
Explain each of them clearly. i

(b) Explain the following terms with respect to
neural networks:
()  Stability
(ii)  Plasticity
(iii) Learning
(iv) Architecture fR.T.U. 2015]
—_—_——————,———.

{ SC.29 )

Ans.(a) Types of Learning Schemes : A neural network
has to be configured in such a way that the application of a
set of inputs produces the desired set of outputs. There are

various methods to set the strengths of the connections.
*  One way is to set the weights explicitly, using a
priori knowledge.

*  Another way is to “train the neural network” by
feeding it teaching

patterns and letting it change its weights
according to some learning rule. Various categories of learning
are as follows:

1. Supervised Learning or Associative Learning : In

this type of learning, every input pattern that is used to train
the network is associated with an output pattern, which is the
target or desired pattern. A teacher is assumed to be present
during the learning process, when a comparison is made
between the network’s computed output and the correct
expected to determine the error. The error can be used to
change the network parameters (weights),
performance.

Animportant issue concerning supervised learning is the
problem of error convergence, i.e. the minimization of error
berween the desired and computed unit values. The aim is to
determine a set of weights which minimizes the error. One
well-known method, which is common to many learning
paradigms, is the least mean square (LMS) convergence.

Paradigms of supervised learning include error-

correction learning, reinforcement learning and stochastic
learning,.

to improve

Input features

Target features

dm)

gnal
€dn) = d,(n) - v(n)

Fig. 1 : Supervised Learing or Associative Learning
2. Unsupervised Learning or Self-Organisation : In this
learning method, the target output is not presented to the
network. An output unit is trained to respond to clusters of
pattern within the input. It is as if there is no teacher to present
the desired patterns and hence, the system learns of its own
by discovering and adapting to structural features in the input

patterns. Paradigms of unsupervised learning are Hebbian
learning and competitive learning.

Vector describing
Qutside state of the Leaniing:- i
environment environment algorithm-

Fig. 2 : Unsupervised Learning or Self-organisation
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xplain the basic principle and some rec,

trends in Artificial Neural Networks.

() Explain briefly the terms cell body, ax,
synapse, dendride and neuron with referen,
to a biological neural network and explain Iy,
it can be used for Artificial Neural Networ)

[R.T.U. Dec. 20,
N —
Ans.(a) Artificial Neural Networks (ANNS) : Refer,

0.2.

The general artificial neuron has a set of n inputs {)
X, ... X,} representing the synaptic contact between its ¢
body and the axons of the neurons it is connected with ang
single output y representing the neurons axon. Each input)
is multiplied by an associated weight w; to indicate the streng
of the synapse before it is applied to the summation bl

labeled by Q.
X, W,
vvl
X, i = 3
S

Fig.I
Inaddition, it has a threshold valve e that has to be reach:
orexceeded for the neuron to produce a signal. The summatit
block, adds all the weighted inputs algebraically. Producing:
overall unit activation U. This activation is the processed by
activation function F to produce the neuron’s output. The functi
Fis usually nonlinear to simulate the property of biological neurc:
to require a minimum activation above threshold before firit
and to reach a certain level of saturation with increasit
activation.

n
Sonow, U =) wjx, activation
i=l
y =F (U -96) output
OutT

Out T

Net — Net —

IOu: =1/(1+e Nt )f [Out = tan(Net/2)]

(a) Sigmoid function (b) tanh function

Out T Out T
Net —» Net —»
Out=+1, Net>0 Qut=+1,Net>0
=-1,Net<0 =-1,Net<0
= Undefined. Net = 0 = Undefined. Net =0

() Signum function (d) Step function

Fig.2: Common non-linear activation  function uudfwsyﬂdpﬁcﬁ'“ﬁ”

{B.Tech. (VI Sem.] Soised Papers )

@ qificial neural networks emerged after the

us.(b) A fsimp”ﬁcd neurons by Mcculloh and Pitts in
in roduction 0! 5 Were presented as models of biological
das conceptual components for circuit that could
tational task. The basic model of the neuron
n the functionality of a biological neuron
g units of the nervous system
11 whose several processes

orm cOmPY
i ded upo b
i foun the basic signalin

ron's ar¢ ;
BrE n is a discrete ce

and each neuro
arises from its cell body. ‘ | |
The neuron has four main regions to its structure The

| body, or SOME, has two offshoots from it, 1a Dandckies
cel ’ d in pre-synaptic terminals. The cell

d the axon, which en tic
;];dy s the heart of the cell, containing the nucleus and
maintaining protein synthesis. A ncuron may have dendrites,

which branch out in a tree like structure and receive signal

from other neurons.

Axon/illlock
P

Terminal

Dendrite
buttons

Fig. I : Schemutic of bivlogical neuron
A neuron usually only has one axon which grows out
from a part of the cell body called the axon hillock. The axon
conducts electric signals generated at the axon hillock down
its length. These electric signals are called action potentials.
Th? other end of the axon may split into several branches,
which end in a pre-synaptic terminals.

Terminal
buttons

Synapti
Ynaplic gap Neuro-transniters

Fig. 2 : Madel of synupse
:’I‘: :Blllai traveling down i's regenerated in some placz‘:s
€ areq of : e it fast and remains constant. the synapse is
ACtually Phys-mact between two neuron. The neurons do not
defl ang e]eelt‘:f“}‘ touch. They are separated by the synaptic
Meraction 'I‘hlc signals are sent lhr.ough electrochemical
- the neuron sending the signal is called the pre-

sYi‘IaNic
ce o : ;
SYnaptie cellll_ and the receiving to signal is called the post-

\____

Oraxo

Most synaptic contact are two [ypes
(1) Excitatory synapses
(2) Inhibitory synapses
Excitatory synapse is asymmetrical in nature
Membrances is thicker on the post-synaptic side than pre-
synaplic side
Inhibitory synapse is symmetrical in nature Inhibitory
or excitatory signals from other neurons are transmitted 10
neuron its dendrites synapses.
p— — e
Q.9 Write short note on use of neural nets.
[Raj. Univ. 2008, 2007
m———
Ans. Use of Neural Nets: Neural networks or connectionist
models can be divided into the following categories based on
the complexity of the problem and the network's behavior
« Pattern recognizers and associative Memornics
+ Pattern transformers
» Dynamic inferencers
(a) Connectionist Speech :

Speech recognition is a difficult perceptual task

Connectionist networks have been applied 10 a number of
problems in speech recognition. Figure shows how a three-
layer backpropagation network can be trained to discriminate
between different vowel sounds. The network is trained 10
output one of ten vowels, given a pair of frequencies taken
from the speech waveform. Note Lhe ponlinear decision
surfaces created by backpropagation learning.
Speech Production : The problem of translating text mto
speech rather than vice versa has also been attacked with
neural networks. Speech production is easier than speech
recognition and high performance programs are available. Net
talk, a network that learns to pronounce English lext, was one
of the first systems to demonstrate that connectionist methods
could be applied to real-world tasks.

OUTPUT DECISION RECIONS
(One for Each of Ten Vowels) 4000
HOD WHOD HAD HEED
-
-4
E
1000
Fi F2
500
INPUT ) S00 1000 | 400
(First and Second Formants ) Fi (Ho)

Fig. : A network that learns to distinguish vowel sounds

The rules governing the translation of text into speect
units called phonemes. For example, the letter “x” is usuall
pronounced with a “ks” sound, as in “box" and “axe” ;
traditional approach to the problem would be 1o write all thes
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ImPoRTANT QUESTIONS

ParT-A

IH.M. Write tke advamrages
= optimization(PS0)

of particle swarm

3

PSO can not work out the problems of scattering.

(=]

PSO can not work out the problems of non-coordinate
system. such as the solution to the energy ficld and the
moving rules of the particies in the energy field.

W

mh /_.aenﬂ are genetic algorithms (GAs)?
s e

/ L
431 Advastiges of Particie Swarfa Optimization(PSO) :
PS80 = based om the mesiligence. It can be applied into
“oth scientific research and engineering use

2 PSO have no overizpping and mutation calculation.

:  The search can be camried out by the speed of the
parncie Duming the development of several generations,
oy Te most optimist perticle can transmit information
omio the other particles, and the speed of the
researchang is very fast

4 Thecalezlation in PSO is very simple. Compared with
e other developmg caleslations. it occupies the bigger
sptimizanion ebility and it can be completed easily.

3. PSO adopes the rezi number code, and it is decided
cirectly by the solution. The number of the dimension
is equal to the constant of the solution.

—_—

Ans. Genetic Algorithms : GAs are adaptive heuristic
search algorithms based on the evolutionary ideas of natura
selection and genetics. As such they represent an intelligen
exploitation of 2 random search used 1o solve optimizatior
problems. Although randomized, GAs are by no mean:
random; instezd they exploit historical information to direc
the search into the region of better performance within the
search space. The basic technigues of the GAs are designe«
1o simulate processes in natural systems necessary fo
evolution, especially those that follow the principles first laic
down by Charles Darwin, “survival of the fittest’ because a
nature, competition among individuals for scanty resource:

results in the fittest individuals dominating over the weake
one.

QA4 Why genetic algorithms?

.ﬂ...u Hrite the disadvantages of particle swarm
~ optimization (PSO).

Ans. Disadvantages of Particle Swarm Optimization
(PSOy :
1. P3O easily suffers from the partial optimism, which
causes the less exact at the regulation of its speed and
the direction

Ans. They are better than conventional algorithms in tha
they are more robust. Unlike older artifici:
systems, they do not break easily even if the in
slightly or in the presence of reasonable

. noise. Also, i
searching a large state-space, multimodal s

1 tate-space or n
dimensional surface, GA offers significant benefits over mon

typical optimization techniques (linear programming, heuristi
depth-first, breath-first and praxis.) e

al intelligenc:
puts are change

po \..

Mh_ What are the advantages and limitations of genetic
~ algorithms?

Ans. Advantages of Genetic Algorithms : The advantages
of genetic algorithm are as follows:

1. Parallelism.
Liabilin

Solution space is wider

(5]

The fitness landscape is complex.

Easy to discover global optimum.

S v s

The problem has multiobjective function.

Limitations of Genetic Algorithms : The limitations of
genetic algorithms are as follows:

1. The problem of identifying fitness function.
Definition of representation for the problem.

Premature convergence occurs.

Ll

The problem of choosing various parameters such as
the size of the population, mutation rate, crossover rate,
the selection method and its strength.

ParT-B

N
.6 |Explain the Sollowing terms with example in
L/ reference to Genetic Algorithm
(i) Population
(i) Crossover \A\
(iii) Reproduction

(iv) Murtation “\U\\

Ans. (i) ,m..,ou_.._wzzﬂ Itis a subset of solutions in the current
generation. It can also be

defined as a set chromosomes
There are two models of Population ; =3
1. Steady state mode| (Incremental GA)
2. Generational model
There are two meth
genetic algorithm :

IR-T.U. 2016)

ods to initialize a population in

lization
2. Heuristic initialization,
The population is generally defined as

(ii) Crossover 0 Perator/Recombination : The recombination

rinciple that by mating two individuals with

different but desirable features can produce an of Tsprng
have desirable features of both of nts parents. However &
result can be counterproductive also. But when applied ma
times, there must be some positive outcomes Th
recombination should be designed in such a way that it showy
recombine the information relevant to the problem in hay
while recombining genes. In addition, if the mating pares
are genetically close then the offspring must also be similarny
the parents. This is called similarity requirement. Therefon
for different representation schemes, different recombinatiy
operators are proposed.

(iii) Reproduction : The next step is to generate a secoy
generation population of solutions from those selected throug
genetic operators: crossover (also called recombination ), ang
or mutation.

For each new solution to be produced, a pair of "pares’
solutions is selected for breeding from the pool selecws
previously. By producing a "child" solution using the abosw
methods of crossover and mutation, a new solution is creaw
which typically shares many of the characteristics of s
"parents”. New parents are selected for each new child, as
the process continues until a new population of solutions ¢
appropriate size is generated. Although reproduction method
that are based on the use of two parents are more "biolog
inspired”, recent researches suggested more than tw
"parents"” are better to be used to reproduce a good qualiy
chromosome.

}
=
£y

These processes ultimately result in the next generation

population of chromosomes that is different from the inid
generation, Generally the average fitness will have increased
by this procedure for the population, since only the hed
organisms from the first generation are selected for breedung
along with a small proportion of less fit solutions, for reascs
already mentioned above.
(iv) Mutatiun : Mutation is used to maintain diversity in 1%
population so that premature convergence may not take plact
Morcover to a certain extent, it also helps to explore ne¥
areas of the search space. Mutation operator randomly fli§
some of the bits in the chromosome. For different typesd
representations different mutation operators have bed
proposed. All mutation operator generate a new but randos
search point without any positional bias in the neighbourhod
of present search point.

-

Q.7 A budget airline company operates 3 plains ad
employs $ cabin crews. Only one crew can operd
on any plain on a single day, and each crew canss
work for more than two days in a row. The compad
uses all planes every day. A genetic algorithm ¥
used to work out the best combination of crews #
any particular day.

cor

ass
pla



ould represent an
7

» alphabet of this

s @.qnn:. (VI Sem.) Solved Papers)
(iv) The number of solutions is the number of times 3

crews can be wn_nn:& out of 5 without replacement and
without taking into account their order. The first crew can be

7 selected in 5 different ways, the second in 4 ways and the

Jor this problen.
i this problem? Is
ic Algorithms for
ompany operated
d more crews?

R.T.U. 2015]

nbination of 5 cabin
we could encode

&)

ing a solution would
NS )L

n the chromosome
ling is possible for the
ld encode if a crew is
does not matter which
y off:

yme of 5 genes each
th 0 or 1 representing if

n many different ways.

/

third in 3 different ways. These numbers multiplied together
will give us total number times how 3 crews can be selected
randomly out of 5 : 5 x 4 x 3 = 60 times. However, there are
6 possible combinations in which 3 crews can be ordered,
and because the order does not matter the answer is 60/6 =
10. Thus, there are 10 possible solutions for this problem.

It is not really necessary to use GA for a problem with

such a small population, because solutions can be checked
explicitly. However, as the number of crews and airplanes
increases, so does the number of solutions, and the use of
GA can be the only option. In fact, if n is the number of cabin
crews and k < n is the number of airplanes, then the number
of solutions is

n!
k!(n-k)!
For example, if the company operated 10 airplanes and
employed 20 cabin crews, then the number of solutions would
be

20!
101(20 - 10)!

= 184,756

Part-C

Write short note on Genetic Algorithm.

OR
Explain the procedure of Genetic Algorithm with
example. JR.T.U. 2016,
OR

g used. In the first case,
e alphabet consists of 5

binary representation is

ifferent versions, but it is
1to account the condition
. than 2 days in a row. For
ke into account how many
day off (e.g. | or 0). The
sum of these numbers for
,if d is the number of days
f. and m is the number of
., then the fitness can be

What are the basic organizations for a genetic
algorithm. JR.T.U. Dec. 2013,

OR
Explain various properties of genetic algorithm.
Discuss-their application with examples.

. [RTU2012
%
Ans. Genetic Algorithm : A genetic algorithm (GA) is
search technique used in computing to find exact o
approximate solutions to optimization and search problems
Genetic algorithms are categorized as global search heuristics
Genetic algorithms are a particular class of evolutionar,
algorithms (EA) that use techniques inspired by evolutionar,
biology such as inheritance, mutation, selection, and crossove:

e B D ¥

Genetic algorithms are implemented in a com
simulation in which a population of abstract representations
(called chromosomes or the genotype of the genome) of
candidate solutions (called individuals, creatures, or
phenotypes) to an optimization problem evolves toward better
solutions. Traditionally, solutions are represented in binary as
strings of Os and 1s, but other encodings are also possible.
The evolution usually starts from a population of randomly
generated individuals and happens in generations. In each
generation, the fitness of every individual in the population is
evaluated, multiple individuals are stochastically selected from
the current population (based on their fitness), and modified
(recombined and possibly randomly mutated), to form a new
population. The new population is then-used in the next iteration
of the algorithm. Commonly, the algorithm terminates when
either a maximum number.of generations has been produced,
or a satisfactory fitness level has been reached for the
population. If the algorithm has terminated due to a maximum
number of generations, a satisfactory solution may or may
not have been reached.

Genetic algorithms find application in bioinformatics,
phylogenetics, computational science, engineering, economics,
chemistry, manufacturing, mathematics, physics and other
fields.

A typical genetic algorithm requires :

1. A genetic representation of the solution domain,

2 A fitness function to evaluate the solution domain.

A standard representation of the solution is as an array
of bits. Arrays of other types and structures can be used in
essentially the same way. The main property that makes these
genetic representations convenient is that their parts are easily
aligned due to their fixed size, which facilitates simple
crossover operations. Variable length representations may
also be used, but crossover implementation is more complex

in this case. Tree-like representations are explored in genetic
programming and graph-form representations are explored
in evolutionary programming.

The fitness function is defined over the genetic
representation and measures the quality of the represented
solution. The fitness function is always problem dependent.
For instance, in the knapsack problem one wants to maximize
the total value of objects that can be put in a knapsack of
some fixed capacity. A representation of a solution might be

puter

an array of bits, where each bit represents different object,
and the value of the bit (0 or 1) represents whether or not En
object is in the knapsack. Not every such representation is
valid, as the size of objects may exceed the capacity of the
knapsack. The fitness of the solution is the sum of values of
all objects in the knapsack if the representation is valid, or 1]

otherwise. In some problems, it is hard or even impossible to

define the fitness expression; in these cases, interactive genetic

algorithms are used.

Once we have the genetic representation and the fitness

function defined, GA proceeds to initialize a population of
solutions randomly, then improve it through repetitive
application of mutation, crossover, inversion and selection
operators.
Selection : During each successive generation, a proportion
of the existing population is selected to breed a new
generation. Individual solutions are selected through a fitness-
based process, where fitter solutions (as measured by a fitness
function) are typically more likely to be selected. Certain
selection methods rate the fitness of each solution and
preferentially select the best solutions. Other methods rate
only a random sample of the population, as this process may
be very time-consuming.

Most functions are stochastic and designed so that a
small proportion of less fit solutions are selected. This helps
keep the diversity of the population large, preventing premature
convergence on poor solutions. Popular and well-studied
selection methods include roulette wheel selection and
tournament selection.

Reproduction : Refer 1o Q.6.

Simple generational genetic algorithm pseudocode

1. Choose the initial population of individuals.

2. Evaluate the fitness of each individual in that population.

3. Repeaton this generation until termination: (time limit,
sufficient fitness achieved, etc.).

(a) Select the best-fit individuals for reproduction.

(b) Breed new individuals through crossover and mutation
operations to give birth to offspring.

(c) Evaluate the individual fitness of new individuals.

(d) Replace least-fit population with new individuals,

QagQ




NEeUrRO-Fuzzy TECHNOLOGY AND MATLAB m

IMPORTANT

QUESTIONS

ParT-A

@ What do you mean by neuro furzy system?
Ans. Neuro Fuzzy System : A combination of a neural
network and a fuzzy system is called a neuro fuzzy system.
In neuro fuzzy coatrol, the parameters of the fuzzy controller
are adjusted using a neural network.

Neuro fuzzy systems utilize both the linguistic, human-
like reasoning of fuzzy systems and the powerful computing
ability of neural networks.

Ans. Needs of Reinforcement Learning :

1. The parameters of the fuzzy controller could be updated
using the back propagation algorithm common in
supervised learning in neural networks.

2. Back propagation algorithm cannot be used; instead, a
learning algorithm called reinforcement learning is used.

In reinforcement learning, the system evaluates
whether the previous control action was good or not.
If the action had good consequences, the tendency to
produce that action is strengthened, that is, reinforced.

w

Which types of tools are consist in matlab fuzzy
toolbox? ..i.

©

mw Describe in brief the types of neuro fuzzy system.

Ans. Types of Neuro-Fuzzy Systems : Types of neuro-
fuzzy systems are as follows :
1. Cooperative Neuro-Fuzzy System : Neural networks
mechanisms of learning determine some sub-blocks of the
fuzzy system. After the fuzzy sub-blocks are calculated the
neural network learning methods are taken away.
2. Concurrent Neuro-Fuzzy Model : Neural network and
fuzzy system work simultaneously to determine the required
parameters.
3, Hybrid Neuro-Fuzzy System : Fuzzy system uses a
learning algorithm inspired by the neural networks theory to
determine its parameters through the pattern processing.

Q3 Why is reinforcement learning needed?

Ans. Matlab Fuzzy Toolbox : Matlab fuzzy toolbox consists
oftwo useful tools :

(i) FIS Editor : This editor in combination with 4 other editors,
provides a powerful environment to define and modify Fuzzy
Inference System (FIS) variable.

(ii) Fuzzy Controller : This is a block in fuzzy toolbar library
in simulink environment, This block admits FIS variable
produced by FIS editor and implements the desirable rules.

Q.5 Write the benefits of fuzzy interference system (FIS).

Ans. Benefits of Fuzzy Interference System (FIS) :
1. Simply add or remove inputs and/or outputs.
2.  Setor modify interference methods.

3.  Simply add or remove membership functions and easy
management of function’s parameters.

{8C.»

_ Saft nen_th_:hT

4. Easyruledefinition and modification.

5. Great visulization area for FIS diagram.

6. 2-D visulization of interference for any input pairs to

any eutput.

ParT-B

ﬂ &) What is fuzzy centrollers? Explain the basic
structure of the fuzzy controlier with block diagram.
[R.T.U. 2013/

OR
What is fuzzy controller? Discuss the basic steps

involved in design of fuzzy controller.
[R.T.U. 2016]

Ans. Fuzzy Controller : A fuzzy controller is a special fuzzy
system that can be used as a controller component inaclosed-
loop system. The integration of a fuzzy system into a closed
loop is shown. Special emphasis is put onto the transfer
behaviour of fuzzy controllers, which is analysed using
different oo_._mw'no:m of standard membership functions.
An example for the design of a fuzzy controller for a loading
crane is given. The module series is closed about the
contribution of fuzzy control.

1. Design a fuzzy control system.

2. Know the transfer behaviour of a fuzzy control system.

3. Change the membership functions to influence the

transfer behaviour of a fuzzy control system.

Basic Structure of a Fuzzy Controller : A fuzzy controller
can be handled as a system that transmits information like a
conventional controller with inputs containing information about
the plant to be controlled and an output that is the manipulated
variable. From outside, there is no vague information visible,
both, the input and output values are crisp values. The input
values of a fuzzy controller consist of measured values from
the plant that are either plant output values or plant states, or
control errors dsrived from the set-point values and the
controlled variables.

A control law represented in the form of a fuzzy system
is a static control law. This means that the fuzzy rule-based
representation of a fuzzy controller does not include any
dynanics which makes a fuzzy controller a static transfer
element, like the standard state-feedback controller. In addition
to this, a fuzzy controller is in general a fixed nonlinear static

transfer element, which is due to those computational stey
of its conputational structure that have nonlinear propertis
In what follows the computational structure of a fuzy
controller will be described by presenting the computationg
steps involved. The computational structure of a fuzy
controller consists of three main steps as illustrated by ty

three blocks in fig.

Input

x
tuzzy 2 output | %
filter ”v. ]

system filter

v

Fig. : Basic structure of a fuzzy controller
1. Signal conditioning and filtering at the input (input filter

2. Fuzzy system
3. Signal c-nditioning and filtering at the output (outp
filter).

The input and output filters are for signal conditionin
The external input signals must be scaled such that they ca
be fed as signals into the fuzzification part of the fuzzy systen
In many cases, the signals in are the control error and i
derivative. In this case the input filter contains a differentiatin
element. Also other dynamical elements can be in the inpe
filter, e.g. integrators for the control error. Additionally auxiliay
signals from the plant measurements may be used the
represent plant states or disturbances acting on the plan
The design of this input filter depends on the application, whid
will be illustrated later by an example.

The fuzzy system contains the control strategy an
consists of those components already discussed in sectia
16.5. For example, a linguistic formulation of a proportiond
control strategy would be expressed by the following rulesd
the fuzzy system :

1. IF (Control error positive) Then (Manipulated variabk
positive),

2. IF (Control error zero) Then (Manipulated variable zes

3. IF(Control error negative) Then (Manipulated variabt
negative)

A properrule base can be found either by asking expes
or by evaluation of measurement data using data mini§

methods.

The output filter is for the adaptation of the crisp outpé
from the fuzzy system to the manipulated variable of the pla®
In principle, there are many dynamical and static operatic#

possible. Often, the output of the fuzzy system an.mnzvnm-
increment of the manipulated variable, and thus an integran

of this increment must occur.
_

H
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(8C.a2) - Sem.) Solved E EE\-_ membership function 15 defined by | s an slement of .
1n COA, the overlapping area is counted once. The center As a very crude rule of thumb, the nr.s_pjﬂ__f_zm form A ...-.ﬂnq“e.._r b, ¢, d) as follows : ordered paw (Joe
of sum (COS) take mto account the overlapping areas of | is more CPU intensive, but less storage demanding than the four paramete : of the set of fath
multiple rules more :.i: once. The graphical representation | discrete form. 0 ifxsa which includes P
__.,:”__”_d_““_.,ﬂs. _.4»_ 5 PR S S s Various types of membership function can be o 10 x-a the Cartesian prt
tine ) " ‘o ua ) represent membership functions such as including triangular, ——, ifasxsb case, the ordere:
In discrete case, defuzzification output 1s definedwas trapezoidal, bell shaped and mE_&:__: ..::n.:o_;. :,”_infw.“m _w. S ifbgxse contains (a, &, if
N " w e triangular asa:ﬂwﬁaﬁs. membership ,.._sn._m_.:u are the m _” pa(xia, boe d)y=11, on the ot of mus
e e P popular. The choice of a shape for each particular linguistic d-x . d ot iy
Lk | variable is both subjective and problem dependent. oo ifesxs relation is similar
DIPINCY _ ints of bership functions are : l sets are fuzzy
&= v mportant points of fuzzy membership paten = ?. ifdsx ‘much_more_educ
where 1. Determining fuzzy membership function is the key 1ssu¢ .
: ' : i zoidal membershi -
M quihor ot Iriphs poli, in all fuzzy sets. . The 1,20_..-_ Bv_“._amniu:o: of trape p Ueft, Mike), . }
n = number of rules. 2. The membership function fully defines the fuzzy set. function is given in fig.3. Matrix Rep
~ This method can be implemented easily and leads to fast | 3. A membership function provides a measure of the P.cce A fuzzy relal
wference cyeles. degree of similarity of an element to a fuzzy set. : underlying sets, ¢
4. Membership function can : J let the set of men
ParT-C (a) either be chosen by the user arbitrarily, based on the same 3_!....5
the user experience, of the n-...i!”
; mbership in
(b) Or, be designed using machine learning methods Hﬂnc ch u__ﬂ_q e n.
Vhat do you mean by membership function with i.e. neural networks, genetic algorithms, etc. 0 a b ¢ I 3_=:n:|.._._..o_dlwu
Suzgy set? Also describe various types of membership i A triangular membership —.—.:m:ﬂ:— can be defined Fig.3 : Trapezoidal membership function membership in th
TFunctions. IR.T.U. 20167 | bY three parameters {a,b,c} as follows: a,b.c and d determines the x coordinates of the corners | Jeff)? It seems re:
0, iFada of a trapezoidal membership function. whenever the two
Ans. Membership Function : Every element in the universe x-a The gaussian membership function is defined as | Our relation muct
of discourse is a member of the fuzzy set to some grade, may boa’ ifasxsb follows: may look like the f
be even zero. The set of elements that have a non-zero Ha(xia,b,c)= Sy _ 1]|x=c|" WJefl
membership is called the support of the fuzzy set. The = ifb<x<ec Ka(X,C,s,m)=exp| - 2 s | much_more_
function that ties a number to each element of the universe is g . s : e Steve) 0.3/(Steve,
X ] 0, ifxzc where c is centre, s is width and m is fuzzification 0.1
called the membership function p(x). factor. The pictorial . . q
: ; e The pictorial representation of triangul bershi r. The pictorial representation of gaussian membership Method of |
Continuous and Discrete Representations ; There are , inepi presentation ol triangular membership function is given in fig.4, :
two alternative ways to represent a membership function in | functionis given fig.2. : Bo..—_o.% of co.mEH.
a computer: continuous or discrete. In the continuous form ) Ha(x) (1) Maxima
the membership function is a mathematical function, possibly ! Y i an element from t
a program. A membership function is for example bell-shaped 1 i Random Ch
(also called a mn-curve), s-shaped (called an s-curve), a
reverse s-curve (called z-curve), triangular, or trapezoidal. In Prob(D{A) =1
the discrete form the membership function and the universe .
are discrete points in a list (vector). Sometimes it can be
more convenient with a sampled (discrete) representation. 0 a b ¢ °X 0 > X Dlout of sins
V[ v - v v Fig. 2 : Triangular membership function Fig. 4 : Gaussian Membership Function Middle of Maxis
a,band c represent the x coordinates of the vertices of E\Flllﬂ FOM (A)
m os | ] a(x) in a fuzzy set A, 1—53 * % .w.ﬁ Is fuzzy relation? Explain the method of LOM{(A) '
.m ) a = lower boundary efuzzification. [R.TU. 2013] For MOM(A]
: . . . o e Y A R T B e —
R . B s zero, w.,.“.a _“..._”H_M_H,ﬁ : A standard relation from set A to set Penildama
Paccent tull _ ; i e Cartesian product of 4 and B, wri
b = the centre where membership degree is 1. » Written 88 joorel A uon
Fig. 1 : Possible definition of the set high levels In the fank e 4*B. The elements of AxB are ordered pairs (a, 5) where a
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= B.Tech.
nd derivatives =—\Z.Tech. (VI Sem.) Solved Ebnﬂu Saft Computing

: So : .
on into a probability % :“ Mﬁ”nq Eﬂ:oaw are give below : Minimum values selected 8 04
I % adaptive i ; N ! 1
xpected value, Main * CDD( e :,a _q.znm_.mﬂ,_o.:v e When fuzzy logi¢ has identified a solution such as the 9 03
= constraint decision defuzzification) set of Tall_old people it will probably be necessary to take 10 02
COA (extended center of area) some .sn:on from the result. If action required is to use the 1 0.1
« EQM (extended quatity 5.2:03 _.,mm:_:sm set from this example as the source for a mail shot, 70 i
* FCD (fuzzy clustering defuzzification) ° it ms.oz_n_ not be helpful to send 0.9 of a letter to Mike, 0.8 of 60
* 1V (influence value) W iitaety Ny 50
A In the example shown above, we wish to k fi h 40
e« OM 1 ) o know, for eac
3 MC.WM:W .,N.zu.mnroaw . of the elements of the resultant fuzzy set: wm
emi-li efuzzificati :
. WENI{owol E«.MM cfuzzification) { 0.9/Mike, 0.8/Mary, 0.7/David, 0.5/Jim } 10—
The o & 2zy mean) ’ Whether to send the advertising mail, or not to send the I
A A he maxima methods are good candidates for fuzzy advertising mail. 0.10203040506070809 1
istributions) reasoning systems. The distribution methods and the area Since in this case. the decision is of a Bool ‘ ——Membership
f methods exhibit the property of continuity tiat makes them dordan’ i ISReIon fiosa Byceu pe ( Fig. : Dietary Intake Reduction Graph
) aitibletarfizeysantioll send or don’t send), then it would be a decision made by the 2 .
: y controllers. : - If the maximum value were to be used, we may advise
Y marketing department to select a value of set membership, all members of the set to eat 65% less food u: i th
X N - above which mail would be sent and below which, no mail Ferviteis il i O, R
idence in the system Vhat is called De-Fuzzification? Mention its types would be sent.’ oﬂ_:«m w pm_.msa. _w Mm M: hﬁ (a m_am_a u<n~n_m“.o_. M:m oﬂ_.sn
) and discuss the different furri - o . o shown) the set o |_Heavy people wou advised to
¢ Defuzzification) ifferent methods of de-fuzzification In a situation where the decision would be applied inan | ¢at 509 less food. This is because the average value for the
OR analogue or applied in varying degrees, the defuzzification | three members is 0.7 and from the curve, this equates to a
Write short notes on De-Fuzzification.[R.T.U 2012] methods would require application of one of the methods | gietary reduction of 50%.
discussed. For instance, we may mozmann the set of Old and This example is not intended to show precisely how to
Ans. Defuzzification (Convert fuzzy output values to Heavy people who should be advised to eat less. How much | 4 .o 4ecisions from fuzzy logic. However, it should be clear
ice to the system, N is control signal) : The process of moving from a fuzzy set to less they should .amn may be on a sliding scale. The set of Old that in order to take decisions from the results of fuzzy logic,
<l | a point where a control decision can be made is called ' Heavy people will be: . . some additional processing is required.
m, 1s the average Valle | 4.5 zification'. The process of defuzzification will depend ~ Old_Heavy = { 0.9/Mike, 0.7/David, 0.5/Jim } NOTE: Fuzzy logic is able to represent the shades of particular
on the fuzzy data being processed and may involve linguistic Minimum values (&) attributes rather than requiring their classification as either
ravity) approximation or an arithmetic method. The most common We may also consult dietary experts and n_n:,;.w a | one thing or another. It also allows these shades or .?uuv.
arithmetic methods involve either the mean.of maximum proportion for how much less people should eat, depending | values to be processed in a similar way to ordinary logic and
values or a method which calculates the 'centre of gravity' of on their membership of the set of Old_Heavy people. a result to be derived.
moments method. These methods will obviously different Strictly for the sake of continuing this discussion, mmzm For :a:m:.mm_ no__n,o_, w_.oc_..wam, where the m,.a:m;_
thold below which all | control results. The choice of method is likely to rely on the and figure represent some fictitious data about proportional outcome is to perform specific action, some defuzzification
type of data being processed. The maximum method will yield reduction of dietary intake for members of the set of | willusually be required. o
relatively few discrete control points whilst the moments Old_Heavy people. . Types of De-Fuzzzification )
method will provide an output with greater coptinuity. If there was some need to give ma:ﬁi advice to (a) Triangular (b) Exponential
For example, an advertising company wishing to sell members of this set rather than specify dietary information (¢)Gaussian
slimming v_.omco,m may wish to select young or heavy people to each person it io._.__a be necessary to deduce a specific | oo ods of De-Fuzification : Refer 10 .11,
from the global set value representing dietary reduction to all Emavaﬁom .Sn —eET
1zzy output sets, &, is the ' - this example, one of the methods of defuzzification ; ine relation is equivalence
/ maum.n_.msw@ ciles and a, is Young_heavy = Young People U Heavy People www.sﬂwa MaMomwmww Q.13 Tofind vw&?!ﬁ%&uzﬁw ..Ez.. q
with the output fuzzy sets | { 1/5im, 0.9/Mike, 0.88/Peter, 0.8/David, 0.7/John, 0.76/Anna, . " or not using @ MATLAB prog
1/Sally, 0.95/Jane } A . ; 087 0 03 035
o de-fuzzification value Maximum values selected . 1 Membership Yaless to eat | a4 0 098
ship function in two (more So this fuzzy set includes all members from either Jw.. 2 | 65 .87 & .e
If we wished to target only those people who were Tall 3 0.9 62 g 0 od6 1
and Elderly (old) as part of out marketing campaign we would 4 08 56 013 0 0 1 054
- : 50 024 098 0 054 I
nizes the expression select. 5 0.7 ;
ko : Tall_old= Tall People Maths symbol Old People= {0.5/ 6 06 42
Jim, 0.9/Mike, 0/John, 0.8/Mary, 0.7/David, 0/Anna, 0/Peter 2 0.8 30 e
x) } = { 0.9/Mike, 0.8/Mary, 0.7/David, 0.5/Jim}




Qutput

87 0 0.13 0.35; 0.87 1 0.46 0.98; 0

rt ix[1 0
enter the matrix [ D 05 0.24 0.98 0 0.54 1]

046100, 0130 0
N 00
1.0000 0.8700 0 0.1300 0.35

0.8700 1.0000 0.4600 0 0.9800

0 04600 1.0000 0 0
0.1300 0 0 1.0000 0.5400

0.2400 0.9800 0 0.5400 1.0000

The given relation is reflexive, not symmetry and not
{ransitivity and hence notan equivalence relation.

X\ write a MATLAB program for maximizing
fix) = &2 using GA, where x is ranges from 0 to 3L

perform § iterations only. S

e

Ans. Steps involved

Step 1:  Generate initial four populations of binary string
with 5 bits length.

Step 2:  Calculate corresponding x and fitness value
flx) =x*

Step 3:  Use the tournament selection method to generate
new four populations.

Step 41 Apply crossover operator to the new four
populations and generate new populations.

Step 5:  Apply mutation operator for each population.
Step 6:  Repeat the steps 2-5 for 5 iterations.
Step 7:  Finally print the result.

Source Code

Yoprogram for genetic algorithm to maximize the function
f(x) = x square

clearall;
cle;
%x ranges from 0 to 31 2powers = 32

Y%five E.w. are enough to represent x in binary
representation

n=input(‘Enter no. of population in each iteration’);
nit=input(’Enter no. of iterations”);

% Generate the initial population

ﬁo:._n_:oiu._a.._au? 3

end

% The popultion in binary is 832..8& 10 ints
Eo_acumwc“m:fou:: "t
fori=I:nit
phen = bindecod(oldchrom » Fie
gives the integer value of the bip
% obtain fitness value

ldD | Iy, _
arY popula,

sqx = phen.” 2;

surmsqx = sum(sgx);

avsgx = sumsqx/n;

hsqx = max(sqx);

pselect = sqx./sumsqx;
sumpselect = sum(pselect);
avpselecte = sumpselect/n;
hpselect = max(pselect);

% apply roulette wheel selection
FitnV=sqx;

Nsel =4;

newchrix = selrws(FitnV, Nsel);
newchrom = oldchrom(newchrix, :);
%Perform Crossover

crossrate = I;

newchromc = recsp(newchrom , crossrate); %
population after crossover

%, Perform mutation
viub=0:31;
mutrate = 0.001;
newchromm = mutrandbin ?oio_:.oan.s:c.c._
%new population
after mutation
disp(’For iteration’);

i

&mvﬁ.voﬂ:_mzoa.x

oldchrom

disp(‘x");

phen

disp(‘f(x)");

sgx

oldchrom = newchromm;

EZ

Output ] ) )
Enter no. of population in each iteration4

Enter no. of iterations5
At the end of fifth iteration, the output is

For iteration
i= :
5
Population
oldchrom =
00001
00010
01100
01000

A T
x
phen=
1
2
12
8
f{x)
sqx =
1
4
144
64

Rhave



